
Computer Methods in Applied Mechanics and Engineering 433 (2025) 117529 

0
(

Contents lists available at ScienceDirect

Comput. Methods Appl. Mech. Engrg.

journal homepage: www.elsevier.com/locate/cma

Spherical harmonics-based pseudo-spectral method for quantitative
analysis of symmetry breaking in wrinkling of shells with soft cores
Jan Zavodnik1, Miha Brojan ∗

Faculty of Mechanical Engineering, University of Ljubljana, 1000 Ljubljana, Slovenia

G R A P H I C A L A B S T R A C T

A R T I C L E I N F O

Keywords:
Spectral method
Spherical harmonics
Wrinkling
Kirchhoff–Love shell
Constrained optimization

A B S T R A C T

A complete understanding of the wrinkling of compressed films on curved substrates remains
illusive due to the limitations of both analytical and current numerical methods. The difficulties
arise from the fact that the energetically minimal distribution of deformation localizations is
primarily influenced by the inherent nonlinearities and that the deformation patterns on curved
surfaces are additionally constrained by the topology. The combination of two factors – the
need for dense meshes to mitigate the topological limitations of discretization in domains such
as spheres where there is no spherically-symmetric discretizations, and the intensive search
for minima in a highly non-convex energy landscape due to nonlinearity – makes existing
numerical methods computationally impractical without oversimplifying assumptions to reduce
computational costs or introducing artificial parameters to ensure numerical stability. To solve
these issues, we have developed a novel (less) reduced version of shell theory for shells subjected
to membrane loads, such as during wrinkling. It incorporates the linear contributions of the
usually excluded tangential displacements in the membrane strain energy and thus retains
the computational efficiency of reduced state-of-the-art methods while nearly achieving the
accuracy of the full Kirchhoff–Love shell theory.

We introduce a Galerkin-type pseudo-spectral method to further reduce computational costs,
prevent non-physical deformation distribution due to mesh-induced nucleation points, and
avoid singularities at the poles of the sphere. The method uses spherical harmonic functions
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to represent functions on the surface of a sphere and is integrated into the framework of
minimizing the total potential energy subject to constraints. This robust approach effectively
solves the resulting non-convex potential energy problem. Our method accurately predicts the
transition between deformation modes based solely on the material and geometric parameters
determined in our experiments, without the need to introduce artificial parameters for numerical
stability and/or additional fitting of the experimental data.

1. Introduction

In a compressed film on a compliant substrate, a significant part of the membrane strain energy is released through a symmetry
breaking phenomenon, when an initially smooth surface wrinkles. This release of membrane strain energy is offset by a smaller
increase in strain energy due to the bending of the film and the straining of the substrate. The bending of the film imposes a penalty
on wrinkles with small wavelengths, while the strain in the substrate imposes a penalty on wrinkles with large wavelengths. As
a compromise, the average wavelength of the wrinkles is somewhere in-between, so that it minimizes the total additional strain
energy.

The average wrinkle wavelength is primarily influenced by the linear mechanical effects, even within moderately large
eformations. On the other hand, the distribution of wrinkles is mainly determined by the nonlinear mechanical effects and their
nterplay with the initial curvature, and surface topology [1–3]. This complex dependency poses great challenges to the analysis of
rinkling for the following reasons: (𝑖) Lack of analytical predictions: Apart from determining the average wrinkle wavelength, other

analyses are hardly feasible analytically due to the dominance of nonlinear effects. This leads to a lack of fundamental understanding
and hinders the development of efficient numerical methods capable of predicting the experimentally observed energy-minimizing
deformation patterns. (𝑖𝑖) Complexity of bifurcation: Even with a gradual increase in load, the interaction of the initial curvature
and nonlinear effects leads to a sharp transition from the unwrinkled to the wrinkled state, associated with super- or sub-critical
pitchfork bifurcation. This bifurcation branches into numerous equilibrium paths with different degrees of stability. Numerical
algorithms often struggle with such sharp transitions and are prone to divergence. Even if convergence is achieved, the stability
or energy minimization of the solution is not guaranteed. (𝑖𝑖𝑖) Proliferation of equilibrium paths: Beyond the bifurcation point,
he number of equilibrium paths with different stability and potential energy can be extremely large. Advanced state-of-the-art
umerical algorithms have difficulty finding any equilibrium path, let alone the energy-minimizing one, because the stability and
otential energy of these paths change as they progress. Path-following techniques, generally unaware of neighboring paths, are
nable to select the energy-minimizing paths unless the number of paths is small enough and branch-switching algorithms are
arefully implemented. In addition, the problem can become even more difficult when viscoelasticity is present. Although physical
r artificial viscoelasticity in algorithms usually regularizes the problem and increases numerical stability, it can also introduce
dditional meta-stable equilibrium states, which are unreachable by purely elastic systems, and can further hinder the numerical
lgorithms, see [4,5].

In planar wrinkling films, some of the aforementioned problems are mitigated by the lack of initial curvature. First, there is
o interaction between the curvature induced by wrinkling and the initial curvature. Second, the topology imposes no additional
ymmetry-breaking constraints and allows hexagonal or zigzag deformation patterns [6]. Consequently, the bifurcation is typically

supercritical, leading to fewer equilibrium paths [3]. This allows some state-of-the-art commercial numerical algorithms to find
solutions, although multiple trials are often required.

Conversely, both commercial and modern customized algorithms often fail in solving wrinkling on shells with non-zero Gaussian
curvature. The interplay between the initial curvature and the nonlinearities usually leads to a subcritical bifurcation, which causes
a discontinuous dynamic jump from a wrinkle-free to a moderately deformed state with numerous possible equilibrium solutions, see
e.g. [7–9]. Furthermore, on curved surfaces, e.g. on spheres, symmetrical patterns such as hexagonal, zigzag or parallel deformations
re not feasible due to topological constraints. This leads to further symmetry-breaking due to the asymmetrical arrangement of
rinkles. The problem of wrinkle arrangement on a curved surface is analogous to the Thomson problem of finding an energy-
inimizing distribution of repulsive charges on a curved manifold, see [1,10–12]. As the number of wrinkles increases, the space

of possible arrangements grows exponentially [13,14], which further limits the success in solving this problem, especially when
using commercial numerical software. In highly symmetric systems, the distribution of deformation is poorly regulated unless there
are boundary effects or initial imperfections that serve as nucleation points for wrinkle formation. In the absence of prescribed
boundary effects or initial imperfections, spatial discretization of the problem can introduce non-physical deformation patterns
that overshadow the mild effects of nonlinearities. In such cases, the arrangement of wrinkles is often governed by the numerical
mesh that acts as the source of the initial imperfections, unless it is extremely dense (e.g. one magnitude smaller than the smallest
element of the deformation pattern). Unfortunately, for thin films with a large number of wrinkles, the degrees of freedom rapidly
increase. Combined with the high number of iterations required for convergence, the use of sufficiently dense meshes becomes
omputationally impractical. Numerous examples can be found in the literature where because a dense-enough meshes were
nfeasible, a strong influence is seen on the final deformation distribution, especially for systems with a medium-to-large number of

wrinkles, see e.g. [7,8,15].
Due to the aforementioned challenges, current state-of-the-art computational algorithms, used with currently available comput-

ers, offer an insufficient support for understanding wrinkling on curved substrates. Consequently, even for basic geometric objects
2 
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such as cylinders, spheres and tori, the initial arrangement of dimples and their evolution into valleys and labyrinth-like patterns
remains poorly understood. Despite these difficulties, some attempts have been made to study wrinkling on curved substrates
using both commercial and custom-made computational algorithms. For instance, commercial finite element methods were used in
studies [15–17]. However, these solutions were limited to specific cases and details of the element types and parameters used were
often not provided. To overcome the computational challenges, some researchers have developed customized tools that simulate
a wider range of parameters and typically use kinematic assumptions for thin shells to reduce the number of degrees of freedom.
Wrinkling on cylinders and tori was investigated in studies e.g. by Lavrenčič et al. [18] and Wang et al. [19], respectively. In a
study by Velding et al. [9], a special shell element was developed to analyze wrinkling without additional initial imperfections
or perturbation forces. In the studies of Veldin et al. [7,8], bending contributions were linearized, tangential displacements were
neglected and the substrate was modeled using Winkler-type assumptions to further reduce the number of degrees of freedom.
Unfortunately, the path-following technique used was limited and rarely found the correct energy-minimizing deformation patterns.
Although the deformation patterns obtained were similar to the experimental observations, the arrangement of the dimples differed
slightly and the formulations failed to predict experimentally measured bifurcation loads by up to an order of magnitude. In the
work by Stoop et al. [2], which inspired a series of the aforementioned studies by Veldin et al. the formulation of the wrinkling
problem under certain assumptions (e.g. bending terms were linearized, tangential displacements were neglected and Winkler-type
ssumptions were used to model the effect of the substrate) showed an analogy to the Swift-Hohenberg partial differential equation
PDE) for thermal convection, which produces patterns similar to those observed in wrinkling. The PDE was solved using Cirak-type
hell finite elements [20], with which the numerical problems associated with spatial discretization can be circumvented to some

extent, although they are cumbersome to implement. Instead of the commonly used predictor–corrector iterative solution algorithm,
an overdamped explicit pseudo-dynamic relaxation method was used. This method is prone to divergence in ill-posed problems and
an also settle in suboptimal solutions, as shown in [4]. To regularize the originally ill-posed problem, Stoop et al. introduced

an artificial correction parameter 𝑐1 into the PDE that controls the magnitude of the nonlinear contribution of the Winkler-type
ubstrate. This parameter was adjusted to bring the obtained deformation patterns qualitatively more in line with the experimental
bservations.

The correction parameter 𝑐1 is considered necessary mainly because the Winkler-type substrate model is used and tangential
displacements in the film are neglected in the theory. As demonstrated in the subsequent studies [3,8], the neglect of tangential
displacements leads to fundamentally different results, resulting in discrepancies between numerical and experimental observations.
In experiments, the transition to labyrinth patterns is gradual: with increasing load, pairs of dimples merge into short valleys, which
further elongate and merge with neighboring valleys to eventually form a labyrinth pattern. In contrast, reduced theories that neglect
tangential displacements produce only round dimples, labyrinths or mixed labyrinth-dimple patterns consisting of continuous long
valleys accompanied by round dimples.

In this paper, we present a new version of the shell model to circumvent the numerical difficulties and to enable a reliable,
computationally efficient quantitative analysis of wrinkling in compressed shells on soft cores. This theory does not neglect tangential
displacements and membrane equilibrium, which ensures an accurate consideration of the release of membrane strain energy
through both out-of-plane and tangential displacements. To increase calculation speed and robustness, the less influential bending
and substrate terms are linearized. Furthermore, we use exact solutions for the mechanical response of a deformed linear elastic
solid instead of relying on a heuristic approximation of the Winkler-type substrate response or increasing the computational cost
by simulating the substrate response directly. This approach allows for a more accurate simulation of the behavior of the substrate
while maintaining computational efficiency.

To solve the system of nonlinear PDEs on the surface of a spherical manifold, we use a spectral method with spherical harmonic
unctions as basis functions. This approach offers several advantages:

1. Elimination of the bias associated with the inability to discretize a topological object with a mesh that preserves the intrinsic
symmetry: The spectral method translates the problem from the physical (spatial) domain, which might not be able to be
discretized symmetrically, into an already discrete function space. This way (non-physical) mesh-induced nucleation points
for wrinkle formation are avoided.

2. Excellent convergence properties: Spectral methods have superior convergence properties for smooth problems [21,22], which
means that a minimal number of degrees of freedom are needed for an accurate solution.

3. Avoidance of singularities at the poles: In contrast to other approximation functions, spherical harmonic functions do not
generate singularities at the poles, as they are eigenfunctions of the spherical coordinate system.

4. Analytical expression of operators: The use of spherical harmonic approximations makes it possible to express differential
and nonlinear operators on the functions analytically as algebraic expressions without numerical errors. This transforms the
problem from solving a system of differential equations in physical space to solving a system of algebraic equations in a
discrete space of amplitudes of spherical harmonic functions.

5. Exact substrate response: The analytical solution of the substrate response, given in terms of the amplitudes of spherical
harmonic functions, can be readily used for the calculation. This provides the precision of continuum small strain theory
with the simplicity of a Winkler-type substrate model, minimizing the number of degrees of freedom. It is important to note
that more complex models with nonlinear and anisotropic material behavior for the substrate can also be employed, but at
a cost of some additional computational expense.

6. Determining the degrees of freedom necessary for a solution in advance: Even in the moderate post-bifurcation regime, where
nonlinear contributions govern the amplitude of the deformation patterns, the wavelengths are predominantly determined
3 
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Fig. 1. The sketch shows the coordinates, the undeformed and the deformed configuration of the shell.

by the linear contributions of bending and substrate straining. Consequently, only a small subset of the spherical harmonic
functions contribute to the solution, which further reduces the number of degrees of freedom required. For example, if a
certain ratio of bending stiffness-to-substrate stiffness leads to a certain number wrinkles around the equator, only spherical
harmonic functions with the degree of this number contribute to the deformation pattern. The approximate wavelength of
the deformation patterns is well documented in the literature and can be pre-computed.

Despite these advantages, the search for the energy-minimizing equilibrium deformation field remains a challenging problem. To
improve the robustness of the solution procedure, we have transformed the problem into a large-scale Quadratically Constrained
Quadratic Programming (QCQP) problem, which we solve using the standard Newton-Raphson and BFGS quasi-Newton method

ith a line search backtracking. Compared to the path-following techniques, the energy minimization scheme is significantly more
robust due to the line search and, in the case of the BFGS method, only requires an approximation of the Hessian matrix instead of
a full, computationally expensive Hessian matrix [23,24]. Moreover, the QCQP method is faster and more robust than the dynamic-
relaxation methods because it is able to identify and iterate in the direction of the largest negative curvature in the energy landscape,
and its line-search backtracking, which optimizes iteration step length to sufficiently lower the potential energy. We demonstrate
that our theory, solved numerically, can directly predict the deformation patterns observed in our experiments.

The rest of the manuscript is structured as follows: In Section 2, a new version of the shell theory for wrinkling is presented
incorporating the contributions of the tangential displacements and an exact closed form solutions for the contribution of the
ubstrate. The spectral method, which uses spherical harmonic functions as a basis, is described in detail in Section 3. In Section 4,

the numerical results are presented and discussed. Finally, concluding remarks are presented in Section 5.

2. Theory

Here, we present our new theory based on Kirchhoff–Love shell assumptions. We focus on a spherical manifold, since it then
naturally corresponds to the spherical harmonic functions used to represent the deformation field. The spherical harmonic functions
are desirable because they do not give rise to numerically induced nucleation points due to meshing. Since they are shown to be
rotationally invariant when the truncation is triangular, they do not suffer from the singularities at the poles. Finally, we show how
the spherical harmonic functions are used to analytically represent the mechanical response of the substrate to deformation.

2.1. Reduced Kirchhoff–Love shell theory

We start with a smooth R2 surface embedded in a R3 space in which the position vector in the spherical coordinate system is
given by 𝑹(𝜃 , 𝜑) = 𝑅𝒆𝑅(𝜃 , 𝜑). Here 𝑅 is the radius, 𝜃 ∈ [0, 𝜋] is the polar angle and 𝜑 ∈ [0, 2𝜋] is the azimuthal angle, as shown in
Fig. 1. Furthermore, 𝒆𝑹 is a unit vector in the radial direction, 𝒆𝜽 is a unit vector in the polar direction, and 𝒆𝝋 is a unit vector in
he azimuthal direction.

For the deformed surface we construct a parametrization in the form

𝝆(𝜃 , 𝜑) = 𝑟(𝜃 , 𝜑)𝒆𝑹 + 𝑢𝜃(𝜃 , 𝜑)𝒆𝜽 + 𝑢𝜑(𝜃 , 𝜑)𝒆𝝋,
where 𝑅 is the radius of the sphere in the initial configuration and 𝑢𝜃 and 𝑢𝜑 are the tangential displacements in the undeformed
rame. In this way, the position vector can be decomposed as 𝝆 = 𝒓 + 𝒖 into a component representing the radial displacement
4 
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𝒓 = 𝑟(𝜃 , 𝜑)𝒆𝑹(𝜃 , 𝜑), which is usually considered e.g. in [2,8,9], and a component that determines the radial tangential displacements
𝒖 = 𝑢𝜃(𝜃 , 𝜑)𝒆𝜽 + 𝑢𝜑(𝜃 , 𝜑)𝒆𝝋. This second component 𝒖 largely contributes to the relaxation of the membrane stresses, but is usually
neglected as its consideration requires to solve an additional stress equilibrium in the tangential direction.

The tangent tensor 𝐭, which is also known as a deformation gradient of the deformed surface is defined as 𝐭 = ∇𝝆 = ∇𝒓 + ∇𝒖,
here the operator ∇ represents a surface gradient of a vector in the spherical frame. Therefore the columns of the deformation
radient represent the tangent vectors of the surface. This means that for a spherical shell 𝐭 = 𝐈, where 𝐈 is a unit tensor, and
hen the surface deviates from the sphere, the tangent tensor changes. The right Cauchy–Green strain tensor that measures

he in-plane strains connected to the deviations from the spherical surface is symmetric and is calculated as 𝐂 = 𝐭𝑇 ⋅ 𝐭 =
∇𝒓)𝑇 ⋅ ∇𝒓 + (∇𝒖)𝑇 ⋅ ∇𝒓 + (∇𝒓)𝑇 ⋅ ∇𝒖 + (∇𝒖)𝑇 ⋅ ∇𝒖, where ( )𝑇 is the transposition operator. We assume that the displacement in the
irection of the initial radius 𝑤 ∶= 𝑟−𝑅 is at least one order of magnitude larger than the magnitude of the tangential displacements
𝒖‖, therefore assuming that (∇𝒖)𝑇 ⋅∇𝒖 ≈ 𝟎 and ∇𝒖 ⋅∇𝒓 ≈ ∇𝒖 ⋅ 𝐈 = ∇𝒖. With these assumptions, the right Cauchy–Green strain tensor
is now linear with respect to the tangential displacements 𝒖 and fully nonlinear with respect to the larger radial displacements 𝑤

nd therefore also with respect to the radius 𝑟. It can be written as

𝐂 = (∇𝒓)𝑇 ⋅ ∇𝒓 + (∇𝒖)𝑇 + ∇𝒖. (1)

Next, we assume that right Cauchy–Green tensor is close to identity matrix and therefore the change in the metric is small. With that
he curvature tensor is given by 𝐛 = 𝒏 ⋅∇∇𝝆, where 𝒏 is a normalized surface normal. Since we consider a moderate post-bifurcation
egime in which the magnitude of the tangential displacements ‖𝒖‖ is much smaller than that of the radial direction 𝑤 and since it
as shown in [8] that when using a linearized version of the bending instead of a fully nonlinear expression the associated error is

insignificant for moderate deformations, we consider the linear version of the curvature tensor

𝐛 = 𝑵 ⋅ ∇∇𝒓 = ∇∇𝑟 − 𝑟
𝑅2

𝐈, (2)

where 𝑵 is a surface normal of the undeformed shell, similar to [2,8]. This allows us to calculate both the in-plane Green–Lagrange
strain and the change in curvature

𝑬rKL = 1
2
(𝐂 − 𝐈) and 𝜅 = 𝐛 − 𝐁, (3)

respectively. In terms of radial position vector magnitude 𝑟 and tangential displacements they can be rewritten as

𝑬rKL = 1
2
(

∇𝒖 + (∇𝒖)𝑇 ) + 1
2
(

(∇𝒓)𝑇 ⋅ ∇𝒓 − 𝐈
)

, (4)

𝜿 = ∇∇𝑟 − 𝑟 − 𝑅
𝑅2

𝐈. (5)

Now, we employ the Kirchhoff–Love shell assumptions that are valid for thin shells and relate the membrane forces and bending
moments to the strains and the change in curvature, using isotropic linear elastic relations. With this the membrane forces and
ending moments can be written as

𝐍 = C ∶ 𝑬rKL = 𝐶
(

𝜈 tr(𝑬rKL)𝐈 + (1 − 𝜈) 𝑬rKL) , (6)

𝐌 = D ∶ 𝜿 = 𝐷 (𝜈 tr(𝜿)𝐈 + (1 − 𝜈)𝜿) (7)

respectively. Here we denote the Poisson’s ratio, membrane stiffness and bending stiffness with 𝜈, 𝐶 = 𝐸 ℎ∕(1 − 𝜈2) and 𝐷 =
𝐸 ℎ3∕(12(1 − 𝜈2)), respectively. With 𝐸 and ℎ we denote Young’s modulus and the thickness of the shell, [25].

We also consider the effects of a linearly elastic substrate by adding its potential energy 𝛱substrate to the classical Kirchhoff–Love
shell energy functional 𝛱 . Here for computational efficiency and because this approximation yields quite good results [26,27], we
assume that the potential energy of the substrate only depends on the radial shell displacement 𝑟. This yields the potential energy
functional

𝛱 = 1
2 ∫𝛺

𝜿(𝑟) ∶ D ∶ 𝜿(𝑟) + 𝑬rKL(𝑟, 𝒖) ∶ C ∶ 𝑬rKL(𝑟, 𝒖) 𝑑 𝛺 +𝛱substrate(𝑟), (8)

where 𝛺 = [0, 𝜋] × [0, 2𝜋] and 𝑑 𝛺 = 𝑅2 sin 𝜃 𝑑 𝜃 𝑑 𝜑. Arranging the terms leads to
𝛱 = 1

2 ∫𝛺
𝐷
(

tr(𝜿)2 − 2(1 − 𝜈) det (𝜿)) + 𝐶
(

tr(𝑬rKL)2 − 2(1 − 𝜈) det (𝑬rKL)
)

𝑑 𝛺 +𝛱substrate(𝑟). (9)

Its variation with respect to 𝒖 results in a condition that requires the membrane stress tensor to be divergence-free. This takes the
form of an equilibrium condition for the forces in the plane ∇ ⋅

(

C ∶ 𝑬rKL(𝑟, 𝒖)
)

= ∇ ⋅ 𝐍(𝑟, 𝒖) = 0.
Instead of solving this for 𝒖 in terms of 𝑟, we construct a divergence-free tangential force field 𝐍 from an Airy-like stress function

𝜙. The construction of 𝐍 is similar to the construction of the Einstein tensor in the theory of general relativity [28], which is also
divergence-free. We therefore define

𝐍 ∶= 𝐶
(

∇̃∇̃𝜙 +
𝜙
𝑅2

𝐈
)

, (10)

where ∇̃∇̃𝜙 = 𝛥𝜙𝐈 − ∇∇𝜙 is the adjugate of ∇∇𝜙 and 𝛥 is the Laplace–Beltrami operator. Such a membrane force tensor 𝐍
is divergence-free and the tangential force equilibrium is automatically satisfied. Please also note that if the tangential traction
5 
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of the substrate is also included in the formulation, this would modify the divergence free condition to a different condition,
e.g., ∇ ⋅ 𝐍 = 𝒇 (𝑟, 𝒖). Also such problem can be solved by modifying the stress function, see e.g. [29]. However, this is not the
scope of our study, as it was shown in [26,27], that these contributions can be neglected in the case of wrinkling.

The stress function 𝜙 is not arbitrary, because it must allow the strains to satisfy the conditions of integrability/compatibility.
The condition of integrability of the strains is usually given by the condition that the Ricci curvature tensor  of the manifold must
be proportional to the Gaussian curvature of this manifold , see [30], i.e

 =  𝐈, (11)

where  = det (𝐛). The Ricci curvature is a contraction of the Riemann curvature tensor can be calculated from the metric tensor
= 𝐂1∕2𝐆𝐂1∕2, with 𝐆 being the undeformed metric. It is interesting to note that in local tangential coordinates, where the metric

s locally a unit matrix and the Christoffel symbols vanish [31], the expression for the Ricci curvature is simply given by

 = 1
1 = −tr

(

∇̃
||

∇̃
||

𝐂
)

. (12)

Here the operator ∇̃
||

∇̃
||

is the same as defined under Eq. (10). Now we, approximate the local coordinates with the local coordinates
of the sphere and apply the operation tr (∇̃∇̃( )) to the Hooke’s law for the membrane strains −(𝐂 − 𝐈)∕2 = −C−1 ∶ 𝐍 = −C−1 ∶
(

∇̃∇̃𝜙 + 𝜙∕𝑅2𝐈
)

and obtain the condition on the stress function as

𝛥2𝜙 −
2(1 − 𝜈)𝜙

𝑅4
= −1

2

(

det (𝐛) − 1
𝑅2

)

. (13)

Now inserting our linearized expression for the curvature from Eq. (2) we obtain

𝛥2𝜙 −
2(1 − 𝜈)𝜙

𝑅4
= −1

2

(

∇∇𝑟 ∶ ∇̃∇̃𝑟
2

− 𝑟𝛥𝑟
𝑅2

+ 𝑟2 − 𝑅2

𝑅4

)

, (14)

where ∇∇𝑟 ∶ ∇̃∇̃𝑟∕2 = det (∇∇𝑟).
Since the potential energy can also be written in terms of membrane stresses, we can use the definition of the stress function

given in Eq. (10) and the definition of the curvature given in Eq. (2) to write the potential energy of the structure as

𝛱 = 1
2 ∫𝛺

𝐷
(

(

𝛥𝑟 − 2𝑟 − 2𝑅
𝑅2

)2
− 2(1 − 𝜈) det

(

∇∇𝑟 − 𝑟 − 𝑅
𝑅2

𝐈
)

)

+

+ 𝐶

(

(

𝛥𝜙 +
2𝜙
𝑅2

)2
− 2(1 + 𝜈) det

(

∇̃∇̃𝜙 +
𝜙
𝑅2

𝐈
)

)

𝑑 𝛺+

+ 𝛱substrate(𝑟). (15)

Mind that although the potential is quadratic (linear problem) in the variables 𝑟 and 𝜙, considering 𝜙 is a quadratic function of 𝑟
he problem is altogether nonlinear.

Because the term (𝑟−𝑅)∕𝑅2 is negligible compared to the term ∇∇𝑟, unless the wavelength of the deformation pattern is similar
to the radius 𝑅, see [2], we will neglect it with minimal loss of accuracy. Since now on a sphere ∫𝛺 det (∇∇𝑓 ) 𝑑 𝛺 = ∫𝛺 −𝛥𝑓∕(2𝑅2)𝑑 𝛺,
where 𝑓 is a scalar function and because det

(

∇∇𝜙 + 𝜙∕𝑅2𝐈
)

= det (∇∇𝜙)+𝛥𝜙𝜙∕𝑅2+𝜙∕𝑅4, the total elastic energy can be rewritten
in the form of the Laplace–Beltrami operator 𝛥 on the unknown scalar functions 𝑟 and 𝜙 in the shell energy. This greatly simplifies
the final system of equations, since 𝛥𝑓 is easy to evaluate on a surface of a sphere using spherical harmonic functions. The strain
energy is now

𝛱 = 1
2 ∫𝛺

𝐷
(

(𝛥𝑟)2 + 2(1 − 𝜈) 𝑟𝛥𝑟
2𝑅2

)

+

+ 𝐶

(

(

𝛥𝜙 +
2𝜙
𝑅2

)2
− 2(1 + 𝜈)

(

−
𝜙𝛥𝜙
2𝑅2

+
𝜙2

𝑅4

)

)

𝑑 𝛺 +𝛱substrate(𝑟). (16)

If we assume that the substrate is a linear elastic solid, the quadratic functional in Eq. (16) and the quadratic constraint in
Eq. (14) form a Quadratically Constrained Quadratic optimization Problem (QCQP), which can be solved using existing large-scale
optimizers.

2.2. Contribution of the substrate

Because we will use the spherical harmonic functions to represent the functions on the sphere, we can model the substrate as an
isotropic linear elastic solid, for which there exist explicit analytical relations in terms of the spherical harmonic functions between
the displacements and the traction’s on the boundary of the substrate. With that the substrate model is solved accurately without
an additional computational cost, contrary to the Winkler-type heuristic approach.

Let us now consider a (solid) ball, where the displacements at the center are zero. The displacements of the substrate are given in
he frame of the radial 𝑺𝑟, tangential 𝑺𝑔 and binormal directors 𝑺𝑏, given by a vector spherical harmonic functions [32]. Therefore,

the displacement component of spherical harmonic degree 𝑙 and order 𝑚 are given by

(𝒖𝑔)𝑚𝑙 = 𝑅𝑙−1 ((𝑺𝑔)𝑚𝑙 + 𝑙(𝑺𝑟)𝑚𝑙
)

(17)

(𝒖 )𝑚 = 𝑅𝑙+1 (𝛽 (𝑺 )𝑚 + 𝛾 (𝑺 )𝑚
)

. (18)
𝑟 𝑙 𝑙 𝑔 𝑙 𝑙 𝑟 𝑙

6 
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Here, 𝑅 is the outer radius, 𝛽𝑙 = (𝑙 + 5 − 4𝜈s)∕((𝑙 + 1)(2𝑙 + 3)) and 𝛾𝑙 = (𝑙 − 2 + 4𝜈s)∕(2𝑙 + 3). Furthermore, the traction vector in the
radial direction is given by

(𝑻 𝑟)𝑚𝑙 = 2𝜇𝑠𝑅𝑙 (𝑏𝑙(𝑺𝑔)𝑚𝑙 + 𝑔𝑙(𝑺𝑟)𝑚𝑙
)

, (19)

where 𝜇𝑠 is the shear modulus of the substrate, 𝑏𝑙 = (𝑙+ 1)𝛽𝑙− 2(1 −𝜈s)∕(𝑙+ 1) and 𝑔𝑙 = (𝑙+ 1)𝛾𝑙− 2𝜈s. Here, 𝑺𝑔 and 𝑺𝑟 can be eliminated
by the assumption that only the prescribed normal displacements (𝒖𝑟)𝑚𝑙 = (𝑟 − 𝑅)𝑚𝑙 𝒆𝑅 are non-zero, while tangential displacements
on the surface of the substrate are zero, i.e. (𝒖𝑟)𝑚𝑙 = 𝟎. Therefore,

(𝑻 𝑟)𝑚𝑙 =
2𝜇𝑠
𝑅

𝑔𝑙 − 𝑙 𝑏𝑙
𝛾𝑙 − 𝑙 𝛽𝑙

(𝑟 − 𝑅)𝑚𝑙 𝒆𝑅. (20)

Expression (𝑟−𝑅)𝑚𝑙 = ∫𝛺(𝑟−𝑅)𝑌
𝑚
𝑙 𝑑 𝛺 represents the amplitudes of the spherical harmonic transformation of the radial displacements,

here 𝑌 𝑚
𝑙 are scalar spherical harmonic functions and 𝑌

𝑚
𝑙 are its complex conjugates. Since the substrate is linearly elastic, the strain

energy of the linear elastic substrate can be written as

𝛱substrate = 1
2 ∫𝛺

∞
∑

𝑙 ,𝑚
2𝜇𝑠
𝑅

𝑔𝑙 − 𝑙 𝑏𝑙
𝛾𝑙 − 𝑙 𝛽𝑙

(𝑟 − 𝑅)𝑚𝑙 (𝑟 − 𝑅)𝑚𝑙 𝑌
𝑛
ℎ 𝑌

𝑚
𝑙 𝑑 𝛺 . (21)

3. Galerkin spectral method using spherical harmonics

In the Galerkin spectral method, functions are represented using a basis of orthogonal polynomials. Specifically, in our approach,
functions are expressed as an infinite series of weighted spherical harmonic functions

𝑓 (𝜃 , 𝜑) =
∞
∑

𝑙=0

𝑙
∑

𝑚=−𝑙
𝐴𝑚
𝑙 𝑌

𝑚
𝑙 (𝜃 , 𝜑), (22)

where 𝐴𝑚
𝑙 is the weight or the amplitude of a certain spherical harmonic function 𝑌 𝑚

𝑙 (𝜃 , 𝜑) with degree 𝑙 and order 𝑚. The main
advantage of this method lies in its extremely fast convergence for smooth functions [21,22,33], as this provides a relatively
low number of degrees of freedom compared to, e.g., the finite element method, and thereby enables the use of direct energy
minimization methods. By employing a triangular truncation of the infinite spherical harmonic series with 𝑙 ≤ 𝑙max, the function
retains rotational invariance, ensuring no loss of generality or any bias at the poles due to truncation, [21,34].

This approach translates the problem from solving a system of differential equations to solving a system of algebraic equations.
This eliminates the need for spatial discretization, thus avoiding issues with singularities at the poles of the spheres and removes
spurious non-physical nucleation points for wrinkle evolution, which arise in the classical numerical methods, since, e.g., a sphere
cannot be discretized symmetrically according to the Gauss–Bonnet theorem.

Spectral methods utilizing orthogonal polynomials are well-known for their rapid convergence [22]. Combined with their the
banded nature of the deformation patterns in wrinkling, and its fast convergence without spatial discretization bias, these methods
appear to be optimal for this type of problem.

Unfortunately, the method has some drawbacks. Firstly, applying Galerkin spectral methods to problems on complex domains,
with intricate boundary conditions or spatially varying coefficients, is challenging because they generate highly coupled systems of
quations characterized by difficult-to-handle discrete convolution terms [21,22,33]. Fortunately, our problem does not contain any
patially varying properties and is defined on a closed spherical domain 𝛺 = [0, 𝜋] × [0, 2𝜋] (without an edge 𝜕 𝛺), but it does include
onlinear terms, which also generate coupled nonlinear systems of equations characterized by discrete convolution operations. To
ddress this problem, we use a variant of the Galerkin spectral methods, the Galerkin pseudo-spectral method. Instead of resolving

the convolution operation directly, we use the Fast Spherical Fourier Transform to convert the nonlinear terms into physical space,
where the convolution operation becomes a simple pointwise multiplication. We then transform the product back into the space of
spherical harmonics. This approach preserves all the advantageous convergence properties of the spectral method [21,33].

An alternative approach would be to use spectral collocation methods. In this approach, the functions are represented by their
alues at the integration points in physical space. Although this makes it easier to deal with non-linear operators and spatially
arying coefficients, differential operations require interpolation of the function for differentiation. This interpolation is achieved
y representing the functions by a spherical polynomial using the inverse Fast Spherical Fourier Transform to obtain the amplitudes

of the spherical harmonic function interpolation. Differential operations are then performed on the interpolation function and the
values at the integration points in physical space are again determined using the Fast Spherical Fourier Transform. Although spectral
collocation methods are simpler and somewhat easier to implement than spectral Galerkin methods, they suffer from aliasing
problems and do not have the advantages mentioned above. For these reasons, we opt for the more challenging-to implement
Galerkin spectral method [33].

Although there exist some implementations of Galerkin spectral methods on a sphere that use spherical harmonics, such as those
sed in meteorology [35], we could not find a suitable one for solving a fourth-order system of PDEs as required for our problem.
herefore, we developed our own code in Matlab [36].
7 
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3.1. The spherical harmonic basis

The basis functions for our harmonic approximation are the spherical harmonic functions 𝑌 𝑚
𝑙 (𝜃 , 𝜑) of an integer degree 𝑙 ≥ 0 and

integer order −𝑙 ≤ 𝑚 ≤ 𝑙. These are complex functions that are defined as solutions of the Laplace equation 𝛥𝑓 = 0 in the spherical
coordinate system or a Helmholtz problem on the surface of a unit sphere 𝛥𝑌 𝑚

𝑙 + 𝑙(𝑙 + 𝑙)𝑌 𝑚
𝑙 = 0. Using the normalization commonly

used in quantum mechanics, the spherical harmonic functions are given as

𝑌 𝑚
𝑙 (𝜃 , 𝜑) = (−1)𝑚

√

(2𝑙 + 1)
4𝜋

(𝑙 − 𝑚)!
(𝑙 + 𝑚)!

𝑃𝑚
𝑙 (cos 𝜃)𝑒𝑖𝑚𝜑, (23)

where 𝑃𝑚
𝑙 (cos 𝜃) are the associated Legendre polynomials which are defined as

𝑃𝑚
𝓁 (𝑥) = (

1 − 𝑥2
)𝑚∕2 𝑑𝑚

𝑑 𝑥𝑚
(

𝑃𝓁(𝑥)
)

. (24)

Here, 𝑃𝑛(𝑥) are the classical Legendre polynomials, which are defined by

𝑃𝑛(𝑥) = 1
2𝑛𝑛!

𝑑𝑛

𝑑 𝑥𝑛
(

𝑥2 − 1)𝑛 . (25)

For more details see e.g. [37–40]. The Spherical harmonic functions form a complete and orthogonal basis on the surface of a
sphere with

∫

2𝜋

0 ∫

𝜋

0
𝑌 𝑚
𝑙 (𝜃 , 𝜑)𝑌 𝑛

ℎ(𝜃 , 𝜑) sin 𝜃 𝑑 𝜃 𝑑 𝜑 = 𝛿ℎ𝑙 𝛿
𝑛
𝑚, (26)

where 𝑌
𝑛
ℎ(𝜃 , 𝜑) is the complex conjugate of 𝑌 𝑛

ℎ (𝜃 , 𝜑) and 𝛿ℎ𝑙 and 𝛿𝑛𝑚 are Kronecker delta functions. Therefore, a scalar function on a
sphere can be represented as an infinite sum

𝑓 (𝜃 , 𝜑) =
∞
∑

𝑙=0

𝑙
∑

𝑚=−𝑙
𝐴𝑚
𝑙 𝑌

𝑚
𝑙 (𝜃 , 𝜑) (27)

with 𝐴𝑚
𝑙 being complex amplitudes of the complex spherical harmonics

𝐴𝑚
𝑙 = ∫ 2𝜋

0 ∫ 𝜋
0 𝑓 (𝜃 , 𝜑)𝑌 𝑚

𝑙 (𝜃 , 𝜑) sin 𝜃 𝑑 𝜃 𝑑 𝜑. Because we deal with functions, which are smooth, meaning they are mainly composed
of lower degree spherical harmonic function, a band-limited series approximate

𝑓band limited(𝜃 , 𝜑) =
𝑙max
∑

𝑙=0

𝑙
∑

𝑚=−𝑙
𝐴𝑚
𝑙 𝑌

𝑚
𝑙 (𝜃 , 𝜑) (28)

is quickly convergent. More about the convergence can be seen in Section 4.1. Since the spherical harmonic functions are usually
isplayed in a 3D representation with integer values 𝑙 ≥ 0 on the horizontal axis, integer values −𝑙 ≤ 𝑚 ≤ 𝑙 on the vertical axis
nd the magnitudes of the coefficients 𝐴𝑚

𝑙 in the out-of-plane axis, such 𝑙 ≤ 𝑙max is usually referred to as triangular truncation. It
s invariant to rotations and does not produce nonphysical values of the function at the poles, as is the case with other types of
runcation [34,41].

The surface gradient of a scalar function written in the form of spherical harmonic functions 𝑓 (𝜃 , 𝜑) = ∑𝑙max
𝑙=0

∑𝑙
𝑚=−𝑙 𝐴

𝑚
𝑙 𝑌

𝑚
𝑙 (𝜃 , 𝜑),

which will from now on be denoted by ∇𝑓 = 𝑓,𝜃𝒆𝜽 + 𝑓,𝜑∕ sin 𝜃𝒆𝜑, where 𝑓,𝜃 = 𝜕 𝑓∕𝜕 𝜃 and 𝑓,𝜑 = 𝜕 𝑓∕𝜕 𝜑. If we combine different
recurrence relations (see [42–44]) valid for spherical harmonic functions the gradient can be written as an algebraic expression of
other spherical harmonic functions as

∇𝑓 =
∑

𝑙 ,𝑚
𝐴𝑚
𝑙 ∇𝑌

𝑚
𝑙 = 𝑓,𝜃𝒆𝜽 +

𝑓,𝜑
sin 𝜃

𝒆𝜑 = (29)

=
∑

𝑙 ,𝑚
𝐴𝑚
𝑙

(

𝑒𝑖𝜑
√

𝑙(𝑙 + 𝑙) − 𝑚(𝑚 − 1)
2

𝑌 𝑚−1
𝑙 +

𝑒−𝑖𝜑
√

𝑙(𝑙 + 𝑙) − 𝑚(𝑚 + 1)
2

𝑌 𝑚+1
𝑙

)

𝒆𝜽

− 𝑖
∑

𝑙 ,𝑚
𝐴𝑚
𝑙

√

(2𝑙 + 1)
4(2𝑙 − 1)

(

𝑒𝑖𝜑
√

(𝑙 + 𝑚 − 1)(𝑙 + 𝑚)𝑌 𝑚−1
𝑙−1 + 𝑒−𝑖𝜑

√

(𝑙 − 𝑚 − 1)(𝑙 − 𝑚)𝑌 𝑚+1
𝑙−1

)

𝒆𝜑.

Here, we have denoted ∑𝑙max
𝑙=0

∑𝑙
𝑚=−𝑙 as ∑

𝑙 ,𝑚. Note that this allows us to easily compute the gradient of a scalar function in physical
space, but the expression for the gradient in function space requires an additional transformation from the physical to the function
pace. To our knowledge, the gradient directly in function space is only given in a 3D Cartesian frame and not in the spherical

frame, see [37,38].
On the other hand, the calculation of the Laplace–Beltrami operator acting on a scalar function is almost trivial, since the spherical

harmonic functions are defined by 𝛥𝑓 = 0 and with that

𝛥𝑓 =
∑

𝑙 ,𝑚
𝐴𝑚
𝑙 𝛥𝑌

𝑚
𝑙 =

∑

𝑙 ,𝑚
−𝑙(𝑙 + 1)𝐴𝑚

𝑙 𝑌
𝑚
𝑙 . (30)
8 
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Finally, we define the Hessian of a scalar function ∇∇𝑓 =∶ 𝐻𝜃 𝜃𝒆𝜃 ⊗ 𝒆𝜃 +𝐻𝜃 𝜑𝒆𝜃 ⊗ 𝒆𝜑 +𝐻𝜑𝜃𝒆𝜑 ⊗ 𝒆𝜃 +𝐻𝜑𝜑𝒆𝜑 ⊗ 𝒆𝜑. The component
𝜃 𝜃 can be computed as

𝐻𝜃 𝜃 = 𝑓,𝜃 𝜃 =
∑

𝑙 ,𝑚
𝐴𝑚
𝑙

( 1
2
(

−𝑙2 − 𝑙 + 𝑚2) 𝑌 𝑚
𝑙 +

+ 1
4
𝑒2𝑖𝜑

√

(𝑙 − 𝑚 − 1)(𝑙 − 𝑚)(𝑙 + 𝑚 + 1)(𝑙 + 𝑚 + 2)𝑌 𝑚−2
𝑙 (31)

+ 1
4
𝑒−2𝑖𝜑

√

(𝑙 − 𝑚 + 1)(𝑙 − 𝑚 + 2)(𝑙 + 𝑚 − 1)(𝑙 + 𝑚)𝑌 𝑚+2
𝑙

)

and the off-diagonal component 𝐻𝜃 𝜑 = 𝐻𝜑𝜃 is

𝐻𝜃 𝜑 =
𝑓,𝜃 𝜑
sin 𝜃

−
cot 𝜃 𝑓𝜑
sin 𝜃

= −𝑖
∑

𝑙 ,𝑚
𝐴𝑚
𝑙

⎛

⎜

⎜

⎝

𝑚
(

𝑙 𝑚 + 𝑚2 − 1)
√

√

√

√

(2𝑙 + 1) (𝑙2 − 𝑚2
)

4(2𝑙 − 1) (𝑚2 − 1)2
𝑌 𝑚
𝑙−1+

+ 𝑒2𝑖𝜙
√

(2𝑙 + 1)(𝑙 + 𝑚 − 2)(𝑙 + 𝑚 − 1) (𝑙2 + 𝑙 − 𝑚2 + 𝑚
)

16(2𝑙 − 1)(𝑚 − 1)2 𝑌 𝑚−2
𝑙−1 + (32)

+(2𝑚 + 1)𝑒−2𝑖𝜙
√

(2𝑙 + 1) (𝑙2 + 𝑙 − 𝑚(𝑚 + 1)) (𝑙2 − 𝑙(2𝑚 + 3) + 𝑚2 + 3𝑚 + 2)

16(2𝑙 − 1)(𝑚 + 1)2 𝑌 𝑚+2
𝑙−1

⎞

⎟

⎟

⎠

.

The final component 𝐻𝜑𝜑 can be expressed with the use of the relations 𝐻𝜑𝜑 = 𝛥𝑓 − 𝐻𝜃 𝜃 , where 𝛥𝑓 can be computed from
q. (30).

3.2. Total energy of the system in the function space

Now including the contribution of the substrate in Eq. (21) the total strain energy of the system in Eq. (16), can be written as

𝛱 =
∑

𝑙 ,𝑚

(

𝐷
2𝑅4

(

(−𝑙(𝑙 + 1))2 − 2(1 − 𝜈)𝑙(𝑙 + 1)) (�̂�𝑚𝑙
)2 +

2𝜇𝑠
𝑅

𝑔𝑙 − 𝑙 𝑏𝑙
𝛾𝑙 − 𝑙 𝛽𝑙

(�̂�𝑚𝑙 − �̂�𝑚
𝑙 )

2

+ 𝐶
2𝑅4

(

(−𝑙(𝑙 + 1) + 2)2 − 2(1 + 𝜈)
(

𝑙(𝑙 + 1)
2

+ 1
))

(

�̂�𝑚
𝑙
)2
)

𝑅2. (33)

With �̂�𝑚𝑙 , �̂�𝑚
𝑙 and �̂�𝑚

𝑙 being amplitudes of spherical harmonic expansion of 𝑟(𝜃 , 𝜑), 𝑅 and 𝜙(𝜃 , 𝜑), respectively. Because 𝑅 is a constant,
he expansion only has one non-zero component �̂�0

0 =
√

4𝜋 𝑅, where the factor
√

4𝜋 comes from the normalization of the spherical
armonic functions. The energy can be written in the quadratic form as

𝛱 = 1
2
𝒖𝑇𝐇𝒖. (34)

Here, 𝒖, (𝒖)𝑇 = (𝒓𝑇 , �̂�𝑇 ), is stacked vector of the amplitudes with �̂� ∶= (�̂�𝑚𝑙 ) and �̂� ∶= (�̂�𝑚
𝑙 ), while 𝐇 is a diagonal stiffness matrix and

t the same time the Hessian matrix of the system, which is block diagonal with 𝐇 = diag
(

𝐇𝑟,𝐇𝜙
)

. Both sub-matrices 𝐇𝑟 and 𝐇𝜙
re diagonal, and contain the bending/substrate contributions and the membrane stress contributions, respectively.

3.3. The constraint in the function space

The constraint in Eq. (14) is more problematic because the transformation into the spherical harmonic space results in the
ollowing (𝑙max + 1)2 constraints, which are given by

1𝑙2(𝑙 + 1)2 − 2(1 − 𝜈)
𝑅4

�̂�𝑚
𝑙 + 1

2

(

1
2

(

∇∇𝑟 ∶ ∇̃∇̃𝑟
)𝑚
𝑙 − 

( 𝑟𝛥𝑟
𝑅2

)𝑚

𝑙
+ 

(

𝑟2 − 𝑅2

𝑅4

)𝑚

𝑙

)

= 0 (35)

with  (𝑓 )𝑚𝑙 = 𝑓𝑚
𝑙 being the spherical transform operator.

An advantage of the Galerkin spectral method is that we can enforce a direct control of the average shell radius normalized
to the initial radius of the wrinkled sphere 𝜆 ∶= 𝑟avg∕𝑅 = ∫𝛺 𝑟 𝑑 𝛺∕𝑅. If we decompose the radius 𝑟 into the average radius
nd the varying part of the radius 𝑟(𝜃 , 𝜑) = 𝜆𝑅 + 𝑟var(𝜃 , 𝜑) this means that the transform coefficients (𝑟)𝑚𝑙 can be written as
(𝑟)00 = ∫𝛺 𝑟(𝜃 , 𝜑)𝑑 𝛺∕

√

4𝜋 =
√

4𝜋 𝜆𝑅 for the 0-th coefficient and (𝑟)𝑚𝑙 >0 = (𝑟var)𝑚𝑙 >0 for the higher order and degree coefficients.
imilarly, the term (𝑟2)00 from Eq. (35) can be decomposed into

(𝑟2)00 =
1

√

4𝜋 ∫𝛺
𝜆2𝑅2 + 2𝜆𝑅𝑟var(𝜃 , 𝜑) + 𝑟var(𝜃 , 𝜑)2𝑑 𝛺 . (36)

Using the generalized Parseval’s theorem for spherical harmonics [41], ∫𝛺 𝑟var(𝜃 , 𝜑)2𝑑 𝛺 =
∑𝑙max

𝑙=1
∑𝑚=𝑙

𝑚=−𝑙 �̂�
𝑚
𝑙 �̂�

𝑚
𝑙 and the fact that by

construction ∫𝛺 𝑟var(𝜃 , 𝜑)𝑑 𝛺 = 0 it follows that

(𝑟2)00 =
√

4𝜋 𝜆2𝑅2 +
𝑙max
∑

𝑚=𝑙
∑

�̂�𝑚𝑙 �̂�
𝑚
𝑙 . (37)
𝑙=1 𝑚=−𝑙
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With this the average radius 𝑟avg = 𝜆𝑅 can be directly prescribed in the constraints in Eq. (35) in the term


(

(𝑟2 − 𝑅2)
𝑅4

)0

0
=
√

4𝜋
(

𝜆2 − 1
𝑅2

)

+
𝑙max
∑

𝑙=1

𝑚=𝑙
∑

𝑚=−𝑙

�̂�𝑚𝑙 �̂�
𝑚
𝑙

𝑅4
. (38)

Therefore, the first Eq. in Eqs. (35) can be written as
−2(1 − 𝜈)�̂�0

0

𝑅4
+ 1

2

(

1
2

(

∇∇𝑟 ∶ ∇̃∇̃𝑟
)0
0 − 

( 𝑟𝛥𝑟
𝑅2

)0

0
+
√

4𝜋
(

𝜆2 − 1
𝑅2

)

+
𝑙max
∑

𝑙=1

𝑚=𝑙
∑

𝑚=−𝑙

�̂�𝑚𝑙 �̂�
𝑚
𝑙

𝑅4

)

= 0, (39)

where 𝜆 can be directly used to control the average radius of the deformed shell.
Similar to the total potential energy, the constraints can be rewritten in a more compact matrix form

1
2
𝒖𝑇Q𝒖 + 𝐋𝒖 +𝑹 = 𝟎, (40)

where Q is a 2𝑛× 2𝑛× 2𝑛 3rd order tensor, where 𝑛 = (𝑙max + 1)2. It can be represented as a 3rd order spatially block-diagonal matrix
Q)[2𝑛×2𝑛×2𝑛] = diag

(

(Q𝑟)[𝑛×𝑛×𝑛], (0)[𝑛×𝑛×𝑛]
)

. This means, its only nonzero block component is (Q111)[𝑛×𝑛×𝑛] = (Q𝑟)[𝑛×𝑛×𝑛], while all the
other block components are zero matrices (0)[𝑛×𝑛×𝑛]. Furthermore, 𝐋 is a 2nd order matrix 𝐋 = diag

(

𝐋𝑇
𝑟 ,𝐋

𝑇
𝜙

)

and 𝑹 is a vector of

zeros except for the first component (𝑹)00 =
√

4𝜋
(

𝜆2 − 1) ∕𝑅2. The 3rd order matrix Q contains quadratic contributions from the
arts 

(

∇∇𝑟 ∶ ∇̃∇̃𝑟
)𝑚
𝑙 ∕2, 

(

((𝑟 − 𝑅𝜆)𝛥𝑟)∕𝑅2)𝑚
𝑙 and 

(

(𝑟2 − 𝑅2)∕𝑅4)𝑚
𝑙 , while 𝐋 is a diagonal 2nd order tensor with the contributions

rom the linear parts such as from 
(

𝑅𝜆𝛥𝑟∕𝑅2)𝑚
𝑙 and the stress function contributions (𝑙2(𝑙 + 1)2 − 2(1 − 𝜈))∕𝑅4�̂�𝑚

𝑙 .
Note that the vector �̂� can be expressed as a quadratic function of �̂� using Eq. (40) and inserted into the potential energy in

Eq. (34) to cut the number of degrees of freedom in half and obtaining an unconstrained quartic minimization problem. Yet, we
do not do that, as such problem is much more difficult to solve than the original quadratically constrained quadratic minimization
problem (QCQP).

3.4. Real spherical harmonic basis

Since most optimization programs only accept real values, we prefer to use the real versions of the spherical harmonic functions
or our calculations. They are defined as

R
(

𝑌 𝑚
𝑙
)

=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑖
√

2

(

𝑌 𝑚
𝑙 − (−1)𝑚𝑌 −𝑚

𝑙
)

, if 𝑚 < 0,

𝑌 0
𝑙 , if 𝑚 = 0,
1
√

2

(

𝑌 −𝑚
𝑙 + (−1)𝑚𝑌 𝑚

𝑙
)

, if 𝑚 > 0
(41)

with the orthogonality relation

∫

2𝜋

0 ∫

𝜋

0
R
(

𝑌 𝑚
𝑙 (𝜃 , 𝜑))R (

𝑌 𝑛
ℎ (𝜃 , 𝜑)

)

sin 𝜃 𝑑 𝜃 𝑑 𝜑 = 𝛿ℎ𝑙 𝛿
𝑛
𝑚. (42)

We can use the definition in Eq. (23) to rewrite the whole system using a simple linear transformation matrix 𝐓 on the vector 𝒖,
which contains the amplitudes in the complex spherical harmonic frame with 𝒖real = 𝐓 ⋅ 𝒖complex and vice versa.

3.5. Numerical implementation

Our implementation in Matlab is roughly divided into two steps. First, in the initialization phase, the calculation of the sparse
3rd order matrix Q is performed. This is the most costly step of all and only needs to be carried out once for a certain number of
degrees of freedom, regardless of all other material properties. Then also the diagonal 𝐋 2nd order matrix and the residual vector 𝑹
of the quadratic constraints Eq. (40) and the 2nd order Hessian matrix 𝐇 for the calculation of the quadratic functional in Eq. (34)
are computed.

Second, with the prepared matrices Q, 𝐋, 𝑹 and 𝐇 an advanced algorithm is used for large-scale constraint optimization. Since
he problem is large and non-convex, the algorithm must be able to detect negative curvature in the system in order to iterate to
t least a meta-stable minimum energy solution for a given load parameter 𝜆 and a random initial starting solution 𝒖0.

3.5.1. First step
The structure of the matrices 𝐋, 𝑹 and 𝐇 is more or less trivial because the matrix 𝐇 can be explicitly extracted from the total

potential energy functional in Eq. (33) as in Eq. (40) and similarly the matrix 𝐋 and the vector 𝑹 can be extracted from Eqs. (39) and
(40). However, the structure of the 3rd order matrix Q𝑟 is more convoluted. It is composed of the parts Q𝑟 = Qdet +Qtr +Qr2 . Here,
the part Qdet comes from the determinant of the curvature operation as 2�̂�𝑇Qdet�̂� = 

(

∇∇𝑟 ∶ ∇̃∇̃𝑟
)𝑚
𝑙 since 2 det (∇∇𝑟) = ∇∇𝑟 ∶ ∇̃∇̃𝑟.

One way to calculate this 3rd order matrix is to know the explicit expression for the multiplication and Hessian of the functions
written in the spherical harmonic basis, but this is extremely complicated. For this reason, we calculate the matrix using a
numerical approach. In that way the elements 𝑄det,𝑖𝑗 𝑘 of the matrix Qdet, where 0 ≤ 𝑖, 𝑗 , 𝑘 ≤ (𝑙max + 1)2, can be computed by
the transformation 𝑄det,𝑖𝑗 𝑘 = 

(

∇∇𝛿𝑖 ∶ ∇̃∇̃𝛿𝑗
)

𝑘 ∕2. Here, 𝛿𝑖 = −1(𝛿𝑖) and 𝛿𝑗 = −1(𝛿𝑗 ) are the physical space representations of the
one-dimensional Kronecker delta functions in the space of spherical harmonic functions, e.g. 𝛿 = (0, 1, 0, 0,… , 0). In such way matrix
2
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Qdet transforms 𝒖 the same as 
(

∇∇𝑟 ∶ ∇̃∇̃𝑟
)𝑚
𝑙 . Similarly, the elements of the 3rd order matrices Qtr and Qr2 can be computed from

𝑄tr,𝑖𝑗 𝑘 = 
(

𝛿𝑖𝛥𝛿𝑗 + 𝛿𝑗𝛥𝛿𝑖
)

𝑘 ∕(2𝑅
2) and 𝑄r2 ,𝑖𝑗 𝑘 = 

(

𝛿𝑖𝛿𝑗
)

𝑘 ∕𝑅
4, respectively.

Since the quadratic constraints are given by Eq. (40) it can be seen that the 3rd order matrix Q contains Hessian matrices of the
constraints, and these are constant and only need to be calculated once. Similarly, the Hessian of the quadratic energy is constant
and is exactly 𝐇 and only needs to be calculated once. This is extremely important, as the calculation of Q is extremely time
consuming due to the (𝑙max + 1)2 × (𝑙max + 1)2 times that the spherical Fourier transform must be used in the calculation. Therefore, it
is advantageous to use a fast spherical harmonic transform where the number of calculations for one transformation is of the order of
∼ (𝑙2max log 𝑙

2
max+𝑀), where 𝑀 is the number of integration nodes, which is usually similar to 𝑙2max. Such an algorithm can be found

in the nfsft implementation, which stands for the algorithm Nonequispaced fast spherical Fourier transform and is contained in
the library NFFT3, which is available in [45]. The library provides algorithms for the Nonequispaced fast Fourier transform and
allows the use of equispaced, Gauss–Legendre and other integration schemes, the advantages of which are well described in [46].
We note that the use of the Gauss–Legendre integration scheme is optimal as it only requires (𝑙max + 1)2 integration points, while
integration with an equidistant equispaced integration mesh due to aliasing requires at least 4(𝑙max + 1)2 nodes.

Because the spherical harmonics in the algorithm [45] are defined without the (−1)𝑚 factor (see the NFFT3 manual), we add
(−1)𝑚 to the computed amplitudes of the spherical harmonic functions 𝐴𝑚

𝑙 to fit our definition given in Eq. (23).

3.5.2. Second step
After calculating the coefficient matrices Q, 𝐋, 𝐇 and the vector 𝑹, we use the nonlinear constrained non-convex optimization

algorithm IPOPT for Matlab to minimize the total strain energy, [47,48]. The main feature of the algorithm is that it detects
negative curvature in the objective function landscape and is able to take a step in that direction. This is extremely important since
our problem is non-convex and therefore other, less sophisticated optimization algorithms diverge or converge to a trivial solution.

As mentioned above, another key property for the convergence of this system is that we minimize the quadratic strain energy
according to both �̂�𝑚

𝑙 and �̂�𝑚𝑙 under quadratic constraints instead of using the constraints to obtain an unconstrained optimization
roblem with a quartic energy, which is much more difficult to solve for several reasons. First, in the quadratic optimization problem

with quadratic constraints, unlike the optimization problem with quartic energy, the Hessian matrices are constant and only need
to be calculated once. Therefore, the actual optimization process is much faster. Secondly, constrained optimization is more robust
and converges for almost any initial values. This is due to the fact that at the beginning of the iterative process, the constraints are
still loose and the potential energy landscape is rather convex. As the constraints become tighter, the potential energy landscape
slowly becomes less convex, but the algorithm can gradually converge to the candidate points for the optimum, [49–51].

Interestingly, it turns out that it is also efficient in the optimization procedure to use a quasi-Newton approximation of the
essian matrices. In fact, this is numerically even more stable, but the solution process is somewhat longer.

4. Numerical results

In this section, we first show the convergence analysis, followed by a comparison of our results with those in the literature and
our experiments. We continue by analyzing the evolution of the deformation patterns when increasing the displacement-controlled
load and conclude by analyzing different calculated deformation patterns.

4.1. Convergence analysis

The entire PDE problem is reformulated as an algebraic problem and solved entirely in terms of the coefficients �̂�𝑚𝑙 and �̂�𝑚
𝑙 from

the truncated infinite series of spherical harmonic functions. Consequently, the truncation error depends on two key factors: (1) the
rate of convergence of the series within the truncation limit 𝑙max, and (2) the extent to which the truncated coefficients influence
the solution in the physical space, given that a finite series is employed.

First, we examine the method’s rate of convergence and the concentration of large coefficients. It is well-established in the
literature that when the spherical harmonic coefficients of the approximated function converge rapidly with increasing 𝑙, a highly
accurate approximation can be achieved with a relatively small number of coefficients [41]. It seems that in our problem, the
dominant modes are banded, and the coefficients exhibit rapid convergence as the distance from the band increases. This is
demonstrated in Figs. 2 (a)–(c).+, where we show the deformation pattern, the amplitudes �̂�𝑚𝑙 and the amplitudes �̂�𝑚

𝑙 of the
collaborating modes in the case where the dimple pattern occurs. It is useful to know that the location of the center of the band
𝑙cr of spherical harmonics where the amplitudes �̂�𝑚𝑙 are non-zero can be the theoretically predicted. Because the critical degree 𝑙cr
equals to the number of wrinkles counting from one pole to another the formula given by [6] can be rewritten into

𝑙cr = ℎ∕𝑅 3
√

(1 − 𝜈2𝑠 )𝐸𝑓∕((1 − 𝜈2)3𝐸𝑠). (43)

This holds for relatively large 𝑙cr, where the curvature does not affect the wavelength of the dimples.
Panels (d)–(e) in Fig. 2 depict the deformation pattern, the amplitudes �̂�𝑚𝑙 , and the amplitudes �̂�𝑚

𝑙 of the corresponding modes,
respectively, in the case where the load significantly exceeds the bifurcation load, resulting in a labyrinth pattern. The �̂�𝑚𝑙 amplitude
spectrum in panel (e) is more dispersed but remains somewhat banded around 𝑙cr = 20. In contrast, the �̂�𝑚

𝑙 spectrum is concentrated
around lower degree spherical harmonics.
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Fig. 2. The deformation patterns near and far from the bifurcation point are shown in panels (a) and (d), where 𝜆 = 𝑟avg∕𝑅 = 0.99 and 𝜆 = 𝑟avg∕𝑅 = 0.80,
respectively. Panel (b) illustrates the absolute amplitudes of the spherical harmonic functions �̂�𝑚𝑙 contained in the deformation pattern of panel (a). The analytical
prediction for the number of dimples around the equator is 𝑙cr = 20, corresponding to the observation that the majority of spherical harmonics constituting
the solution fall within a narrow band around degree 𝑙 ∼ 20. Panel (c) displays the amplitudes of spherical harmonics for the stress function �̂�𝑚

𝑙 , which are
concentrated at lower degrees 𝑙. Panel (e) shows the distribution of the spherical harmonic amplitudes �̂�𝑚𝑙 for the deformation pattern in panel (d). This distribution
s significantly wider, whereas the �̂�𝑚

𝑙 distribution in panel (f) remains similar to that in panel (c). In both simulations 𝑅 = 50 mm, ℎ = 0.25 mm, 𝐸f = 4 MPa,
s = 0.9 k Pa and 𝜈 = 𝜈s = 0.49.

Compared to the classical numerical methods, such as the finite element method, which often face computational constraints
when dealing with systems exhibiting numerous dimples due to the high number of degrees of freedom, our method offers a
substantial reduction in computational load. This efficiency is achieved because only specific �̂�𝑚𝑙 amplitudes near 𝑙cr are required for
the calculations, owing to the banded nature of the solution.

Second, we investigate the impact of truncating the coefficients on the solution in the physical space. To do this, we solve a case
where the coefficients �̂�𝑚𝑙 are concentrated around 𝑙cr = 20, and the system is computed using spherical harmonic functions with
degrees restricted to 𝑙 ≤ 𝑙max = 50. We then calculate the physical representation by varying the number of included coefficients.
Specifically, a triangular truncation is applied, limiting the coefficients �̂�𝑚𝑙 to 𝑙max = {18, 20, 22, 24,… , 50}, as depicted in Fig. 3 (a).
Panel (b) illustrates the average normalized error, with the errors for a valley point and a ridge point shown in green, red, and blue,
respectively. The points used for comparison are marked by red and blue crosses on the buckyballs in the figure.

It is important to note that, despite being presented in a log-linear plot, the average error (green curve) indicates that the most
significant improvement in accuracy occurs up to 𝑙max ≈ 24. This can be attributed to the fact that the coefficients for degrees
16 ≤ 𝑙max ≤ 24 capture the majority of the pattern’s essential information, while the higher-degree coefficients (𝑙max > 24) primarily
account for finer details of the deformation pattern, such as the precise shape of the out-of-plane displacement surface.

It is important to emphasize also that, although the convergence tests were conducted using a nearly incompressible material
with 𝜈 = 𝜈s = 0.49 to prevent volumetric locking of the substrate at 𝜈s = 0.5, our method is not restricted to nearly incompressible
materials. It can equally handle compressible materials while maintaining its convergence properties. As noted in the literature [26],
these types of problems exhibit only a weak dependence on the Poisson’s ratio. However, since here we are dealing with a sphere
which becomes progressively stiffer for isometric deformations as 𝜈s → 0.5, it is important to check for a compressible cases. We
include an analysis with a compressible substrate in Appendix, where we find no notable difference.
12 
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Fig. 3. Panel (a) shows the limits of the triangular truncation in the function space of the coefficients �̂�𝑚𝑙 for the case solved with coefficients of the maximum
degree 𝑙max = 50. Panel (b) shows the average normalized error, the error in the valley and error in the ridge point with green, red and blue, respectively, for
different truncation limits of the transformation from a function to the physical space. The valley and the ridge are also marked in the buckyballs with red and
blue cross, respectively. In the simulation parameters 𝑅 = 50 mm, ℎ = 0.25 mm, 𝐸f = 4 MPa, 𝐸s = 0.8 k Pa, 𝜈 = 𝜈s = 0.49 and 𝑟avg∕𝑅 = 0.99 were used.

4.2. Experimental validation of the method

We validate our numerical results with experiments shown in Fig. 4 that we made specifically for this task. In these experiments,
the film was made from a polymer QSil 550 and was fixed onto a substrate made from a softer polymer Elite Double 8. The substrate
was further softened by the addition of a silicone oil (up to 50%). The load was induced by the shrinkage of the substrate during
curing.

We measured the thickness of the film ℎ, and performed compression tests to measure the Young’s modulus of the film, which
was 𝐸f = 5.2 MPa and that of the substrate, which was either 𝐸s = 0.166 MPa or 𝐸s = 0.065 MPa depending on the amount of added
silicone oil (25% and 50%, respectively). We also performed volumetric tests that confirmed the accuracy of the assumption of the
(near) incompressibility with 𝜈 = 0.4995 and 𝜈s = 0.4994. Because these values are close to 𝜈 = 0.5, which causes volumetric locking
of the substrate, we assumed 𝜈 = 𝜈s = 0.49, which mitigates the locking phenomena, while at the same time does not affect the
accuracy noticeably. Because the wavelength of the dimples/labyrinths (or equivalently the number of dimples/labyrinths along the
equator) mainly depends on the thickness ℎ of the substrate and ratio of the tangential moduli 𝐸f∕𝐸s, the wavelength 𝐿cr can be
calculated using Eq. (43) for a medium or large number of dimples even in the far post-critical regime.

On the other hand, the amount of shrinkage of the substrate, which governs the reduction in the average radius of the shell
𝑟avg = 𝜆𝑅 and with that the magnitude of the wrinkles, is more difficult to measure. This would have been possible with an accurate
and fast 3D scanning, which was not available. Fortunately, due to the near inextensibility of the thin films [3] the area of the surface
before and after bifurcation stays approximately the same ∫𝛺

(

∇∇𝑟 ∶ ∇̃∇̃𝑟∕2 + 𝛥𝑟𝑟∕𝑅2 + 𝑟2∕𝑅4) 𝑑 𝛺 ≈ 4𝜋 𝑅2. This yields a geometric
relation between the magnitudes of the wrinkles mainly described by ∫𝛺

(

∇∇𝑟 ∶ ∇̃∇̃𝑟∕2 + 𝛥𝑟𝑟∕𝑅2) 𝑑 𝛺 and the average radius of the
shell, mainly described by ∫𝛺 𝑟2∕𝑅4𝑑 𝛺. This can further be shown by rewriting the equation in terms of spherical harmonic function
∑𝑙max

𝑙=1
∑𝑙

𝑚=−𝑙(∇∇�̂�)
𝑚
𝑙 ∶ (∇̃∇̃�̂�)𝑚𝑙 ∕2 − 𝑙(𝑙 + 1)�̂�𝑚𝑙 �̂�𝑚𝑙 ∕𝑅2 + �̂�𝑚𝑙 �̂�

𝑚
𝑙 ∕𝑅

4 + (𝜆2 − 1)∕𝑅2 = 0. Because we know from Eqs. (31) and (32) that the
operators (∇∇�̂�)𝑚𝑙 and (∇̃∇̃�̂�)𝑚𝑙 only depend on the wavelength 𝑙cr and −𝑙cr ≤ 𝑚 ≤ 𝑙cr there is a one-to-one connection between the
shrinkage of the average radius 𝜆 = 𝑟avg∕𝑅 and the magnitude of wrinkling patterns characterized by �̂�𝑚𝑙 .

Our numerical results for the dimple patterns are given in panels (f)–(j) of Fig. 4. Because in the experiments the circular edge
of the hemisphere on a certain latitude acts as a rather stiff rubber ring, which prevents any significant deformations, we use in
our simulations an additional constraint on deformations on that latitude. We constrain the radial displacements 𝑟(𝜃 = 𝜃0, 𝜑) = 𝑅
and the gradient of the radial displacements 𝑟 (𝜃 = 𝜃 , 𝜑) = 0 in the direction of the polar angle. Since the constraints are given in
,𝜃 0
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Fig. 4. Panels (a)–(e) show our experimentally obtained wrinkle patterns on a hemispherical film of thickness ℎ ∈ {1.32, 1.32, 0.44, 0.44, 0.45} mm and Young’s
modulus 𝐸f = 5.2 MPa, fixed to a substrate with Young’s modulus 𝐸s ∈ {0.056, 0.056, 0.056, 0.056, 0.056, 0.166} MPa. The depths of the wrinkles from top to bottom
were 𝑟max − 𝑟min ∈ {7, 8, 1.6, 1.9, 0.6} mm, and the initial radius of the hemispheres was 𝑅 = {25, 25, 30, 30, 30} mm. Panels (f)–(j) show the deformation patterns
quantitatively predicted by our theory using the above material parameters. The predictions closely match the experimentally observed patterns. Panels (k)–(o)
show the deformation patterns obtained by following the approach of [2] using our method.

the physical space in the integration points, we can write them as 𝑟𝑖 = 𝑅 and (𝑟,𝜃)𝑖 = 0. Additionally, they can be written in terms
of the coefficients �̂�𝑚𝑙 as 𝑟𝑖 = 𝑀𝑖𝑗 �̂�

𝑚(𝑗)
𝑙(𝑗) = 𝑅 and (𝑟,𝜃)𝑖 = 𝐾𝑖𝑗 �̂�

𝑚(𝑗)
𝑙(𝑗) = 0, with 𝐾𝑖𝑗 being a spherical harmonics transformation matrix and

𝑀𝑖𝑗 = 𝐻𝑘𝑗𝐾𝑖𝑘, where 𝐻𝑖𝑗 is the differentiation matrix with respect to 𝜃. This way we have two additional linear constraints acting
on the points of the latitude 𝜃0 to simulate the mentioned circular edge of the hemisphere in the experiments.

Additionally, panels (k)–(o) in Fig. 4 show the results of our simulations using the qualitative theory by [2], where a fit parameter
is required to obtain the deformation pattern and as such offers only a qualitative prediction. Despite this limitation, it represents
up until now the only rather robust computational method capable of reproducing the arrangement of dimples on the hemisphere
as observed experimentally [1,11] and in their own experiments.

In comparing the results of our quantitative theory in panels (f)–(j) to and the results of the qualitative theory by [2] in panels
(k)–(o) to our experimental results in panels (a)–(e), we notice that the dimples obtained from our theory are hexagonal and oval,
as is the case in the experimental results. On the other hand, dimples from the qualitative theory [2] and the theories in [7,8]
are slightly different, as they are more circular and the radial displacement is more concentrated in the center of the dimples. We
hypothesize that this is due to the disregard of the membrane force equilibrium in these studies.

Our results in panels (f)–(j) show that the dimples and labyrinths resemble the shape and the distribution, which agree with the
crystallographic rules on curved crystals [1,12]. This is possible because our method does not suffer from non-physical distribution
of wrinkles because it is mesh free and because we consider tangential displacements in our theory. This is in stark contrast with
the simulations made with other tools, such as in [7,15], where the deformation patterns are visibly influenced by the underlying
numerical finite element mesh and the shape of the dimples and labyrinths is slightly different from the experimentally observed
ones.

As can be seen from the results that our theory can describe the gradual elongation and coalescence of dimples that is also
observed in the experiments as the load is increased, see e.g. panels (d) and j in Fig. 4.

4.3. Evolution of a deformation pattern with increasing load

Fig. 5 shows the development of a deformation pattern with increasing displacement controlled load.
Starting from an unloaded and undeformed shell with the initial radius 𝑅 we continuously reduce the relative average radius

𝜆 = 𝑟 ∕𝑅. Since we do not consider the energy of an isotropic compression of the spherical substrate, initially only the membrane
avg
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Fig. 5. Bending energy of the film, the membrane energy of the film and the strain energy of the substrate (excluding the energy of isotropic substrate
compression) as a function of the increasing displacement load1 − 𝜆 = 1 − 𝑟avg∕𝑅. The insets 1–11 show the corresponding deformation patterns. The parameters
of the simulations were the same as given in the caption of Fig. 2, with the exception of the modulus of elasticity of the substrate, which was chosen to be
such that it produces 𝑙cr = 15 for good illustration.

energy increases (see the green curve and the inset 1). At the point where inset 2 is shown, it is energetically more favorable to bend
the film instead of further isotropically deforming the film, thereby forming one dimple. In this way, some of the membrane energy
is released at the expense of an increase in energy due to the bending of the film and the non-isotropic stretching of the substrate. In
inset 3, additional dimples are formed to further release the membrane energy while slightly increasing the bending and substrate
strain energy. The evolution of the pattern from the inset 3 to inset 4 shows that the rearrangement of the wrinkles represents another
mechanism for releasing the membrane energy, as first shown experimentally in [1]. Inset 5 shows that wrinkles also form on the
opposite side. Insets 6 and 7 show that the formation of additional wrinkles keeps the membrane energy approximately constant,
while the bending and substrate strain energy increases approximately linearly with increasing displacement-controlled load. It can
be seen in the inset 8 that due to the inability of the hexagonal lattice to cover the spherical surface due to topological constraints,
the dimple lattice exhibits topological defects, which can be noticed from the fact that some dimples may have 5 or 7 adjacent
dimples, while the majority have 6 dimples. When the load is further increased, inset 9 shows that after the entire surface has been
populated with dimples and the release of membrane energy has become suppressed due to the formation of additional wrinkles,
the dimples start to grow in one direction and become oval. In this way, the wrinkled area is further increased to a certain extent,
but this way of releasing the membrane energy is not as efficient as it starts to grow slowly with the load. Insets 10 and 11 show
additional widening of the oval dimples and the gradual transition to labyrinthine deformation patterns. Labyrinthine deformation
patterns do not form in this particular system, even when the load is extremely increased. This will be examined in more detail in
the next section.

4.4. Deformation patterns

In previous studies [1,6], it was demonstrated that the ratio between the radius of a sphere, denoted as 𝑅, and the wavelength
of wrinkles, denoted as 𝐿cr, plays a crucial role in determining the length-scale of wrinkling in compressed films on spherical
substrates. Alternatively, the number of dimples along the equator, given by 𝑙cr = 2𝜋 𝑅∕𝐿cr, serves as a measure of this length-scale
and influences the overall system size. Notably, a system with a small number of wrinkles allows for fewer possible arrangements
of dimples, making it relatively easier to solve compared to a larger system with numerous wrinkles.

The number of dimples along the equator can be relatively accurately determined using Eq. (43), which is based on the calculation
of the dimple wavelength while neglecting the initial curvature. However, an important study by [15] demonstrated that considering
the initial curvature, only one parameter governs the size of the system. This parameter, in conjunction with the influence of film
bending and substrate effects, also accounts for membrane effects due to curvature. Unfortunately, an analytic expression for the
wavelength of the dimples is not available.

Fortunately, the ratio of the tangential elastic moduli, the thickness of the film, and the initial curvature of the system —
factors that determine the size of the system through the number of wrinkles — does not change significantly with the degree
of deformation in wrinkling. Therefore, the expression from Eq. (43) or equivalently, the parameter from [15], remains valid long
into the post-bifurcation regime.
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Fig. 6. Deformation patterns for different numbers of wrinkles 𝑙cr and loads 𝜆 = 𝑟avg∕𝑅. In the simulations the initial radius of the shells was 𝑅 = 50 mm, the
thickness of the film was ℎ = 0.25 mm, the Young’s modulus of the film was 𝐸f = 4 MPa and the Poisson’s ratios were 𝜈 = 𝜈s = 0.49.

However, these parameters do not characterize whether dimple, labyrinth, or bi-stable deformation patterns will occur. In
Fig. 6, we illustrate different deformation patterns for various numbers of dimples along the equator (𝑙cr = {8, 15, 25, 42}) and
loads (𝜆 = {0.99, 0.97, 0.92, 0.90, 0.80}), while other material and geometric parameters are provided in the figure caption.

Fig. 6 illustrates that in the case with a small number of wrinkles, specifically with 𝑙cr = 8 and 𝑙cr = 15, dimples gradually emerge
until they cover the entire surface. Subsequently, these dimples elongate in a single direction but fail to coalesce into a labyrinthine
deformation pattern, and the reasons for this remains unexplained. Our hypothesis is that in small systems, e.g., 𝑙cr = 8–25, under
small loads, e.g., 𝑟avg∕𝑅 = 0.99–0.92, the initial curvature prevents the formation of labyrinth patterns. This is in contrast with
wrinkling in planar films that have no initial curvature in which labyrinth patterns emerge instantly post bifurcation [26,52]. As
the load increases 𝑟avg∕𝑅, the dimples elongate, indicating a tendency toward longer labyrinth-like patterns. However, in small
systems, e.g., 𝑙cr = 8–15, under low load, e.g., 𝑟avg∕𝑅 = 0.90–0.80, something still inhibits the merging of elongated dimples into
longer valleys. We assume that the emergent curvature plays a role in preventing this merging process.

In contrast, medium-sized systems, e.g., 𝑙cr = 25, experiencing smaller loads, e.g., 𝑟avg∕𝑅 = 0.99–0.92, encounter an initial
curvature that prevents the formation of labyrinth patterns. However, as the load increases, e.g., 𝑟avg∕𝑅 = 0.90–0.80, a mechanism
favoring labyrinth-like deformation patterns emerges, surpassing the influence of the initial and emerging curvature.

In larger systems, e.g., with 𝑙cr = 42, the lower initial curvature 1∕𝑅 has a diminished effect, leading to a rapid evolution from
the initial dimple configuration to the eventual labyrinth deformation pattern as the load increases.
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5. Conclusion

In this paper we present a new version of a (less) reduced shell theory based on the Kirchhoff–Love shell theory. In contrast to
other reduced theories that neglect tangential displacements and membrane equilibrium, our approach takes into account the linear
effects of tangential displacements on the equilibrium of membrane forces, leading to the release of membrane stresses. Accurate
modeling of membrane stresses is crucial, especially for problems where they dominate over bending stresses, such as wrinkling.
Compared to other reduced Kirchhoff–Love shell theories, our approach leads to physically more meaningful results that are even
quantitatively comparable to our own experimental results and those of other researchers.

In order to eliminate numerically induced imperfections, such as those arising from the presence of a (discrete) mesh, which can
significantly affect the obtained deformation patterns, we develop a Galerkin-type pseudo-spectral method for representing functions
on a spherical surface using spherical harmonic functions. With this approach, we can solve our shell model (and other shell models)
on a sphere without having to use special finite elements, which can be cumbersome and are affected by spatial discretization effects.

Our solution concept is based on the minimization of the total potential energy under consideration the constraints. This robust
approach effectively addresses our strongly non-convex optimization problem, where the deformation patterns are mainly governed
by the geometric nonlinearities of the membrane stresses. Other solution methods found in the literature have significant problems
dealing with this complexity. However, the constrained optimization framework automatically incorporates convexification as the
constraints only gradually tighten during the iterative process.

Due to the combined difficulty of the need for dense meshes and extreme non-convexity of the energy landscape, modern
numerical tools tailored for solving wrinkling problems were either too computationally costly, or relied on oversimplifications,
making them unsuitable for analyzing the evolution of wrinkling in compressed films on curved substrates. The method presented
in this paper enables efficient computation of deformation patterns that quantitatively match experimental results. It facilitates the
investigation of the mechanisms responsible for the formation of dimples and their transition into labyrinth patterns. Nevertheless,
the method could be further improved by a more accurate nonlinear model of the substrate (e.g. a neo-Hookean material model),
which would also increase the numerical stability. Additionally, it is worth mentioning that although the stress function approach is
also possible in case a nonlinear substrate model is employed, a displacement formulation is probably less convoluted and therefore
more useful, even though it introduces additional degrees of freedom.
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Appendix. Convergence of the method with a compressible substrate

In Fig. A.1 we demonstrate that the method is appropriate for both, the incompressible and compressible materials. Panel (a)
hows the results of a simulation using the parameters 𝑅 = 50 mm, ℎ = 0.25 mm, 𝐸f = 4 MPa, 𝐸s = 0.8 k Pa and 𝜈 = 𝜈s = 0.49, while
anel (b) shows a simulation with the same parameters, except that 𝜈 = 𝜈s = 0.3. The deformation patterns are qualitatively similar
nd differ only due to the solver finding a different stable equilibrium state.

Data availability

Data will be made available on request.
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Fig. A.1. The rows contain results in the physical and functional space for a nearly incompressible material in row (a) and a compressible material in row (b).
In all three lines where the load changes there are no noticeable differences between the results, except that the wavelength of the deformation pattern in a
nearly incompressible case is a bit smaller.
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